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ABSTRACT 
With the increasing capabilities of Wireless Sensor Networks 

(WSN), complexity and expectation of the WSN applications 
increase as well. In order to make design-space exploration possi-
ble, it is necessary to have fast models that provide adequate in-
sight in system behavior. In this paper, we propose a highly ab-
stracted, hierarchical, system-level modeling method for WSN. 
Based on the model properties, fast simulation techniques can be 
applied. First, an abstract discrete event simulation based on a 
Probabilistic Graph Model (PGM) is introduced. Then, a fast 
Monte Carlo simulation approach is proposed for speeding up the 
simulation process. This approach combines Stochastic-Variable 
Graph Models (SVGM), providing a high level of abstraction, 
with shortest path calculations. As a case study, a temperature 
mapping application in a gossip-based WSN is used, showing a 
good accuracy of the model predictions. 

Categories and Subject Descriptors 
C.2.1 [Network Architecture and Design]: Wireless communi-
cations; C.4 [Performance of Systems]: Modeling Techniques 

General Terms 
Performance, Reliability, Verification. 
Keywords 
Wireless sensor networks, System modeling, Performance evalua-
tion, Probabilistic abstraction, Simulation, Shortest path, Monte 
Carlo 

1. INTRODUCTION 
Wireless Sensor Networks (WSN) are complex systems con-

sisting of spatially distributed autonomous nodes which provide 
infrastructure for some common application(s). These nodes 
communicate wirelessly and often are (self) organized into a co-
operative network. The nodes integrate some combination of 
sensing, wireless communication, and signal processing/storage 
capabilities [15]. Each node incorporates a radio transceiver to 
provide communication, and a processing unit in order to be able 
to process data. The sensor nodes are capable of measuring and 

monitoring the environmental phenomena. Usually a single node 
can not make good use of the locally collected data. The task of a 
WSN is to interconnect nodes, collect specified environment data 
and distribute it over the network. The nodes then collaboratively 
process gathered information according to predefined application 
tasks. From the system perspective, the main goal of the WSN is 
to produce globally meaningful information from locally collected 
data [2]. 

Recent advances in both wireless and sensor technology have 
led to increasing capabilities of WSN and thus increased potential 
for deployment of WSN for the various applications. WSN are 
beginning to be deployed at an accelerated pace in many military, 
industrial and civilian application areas such as healthcare, as-
sisted living facilities, precision agriculture, process monitoring 
and control [19][3]. Together with increased capabilities, the 
complexity and expectation of the WSN applications increase as 
well. WSN are envisioned as a platform for large scale applica-
tions which include different tasks such as periodic monitoring, 
event-based reporting, tracking, prediction, identification and so 
forth. A WSN application defines the functionality, requirements, 
and target environment for the designed WSN system [12].  

Typically, WSN are expected to operate for several years, to 
function autonomously without much external control and to be 
resilient to errors (node failures, interference, sensor errors, …) 
[15]. On the other hand, WSN are constrained by limited process-
ing capability and memory space, unreliable communication re-
sources, and above all, scarce energy resources [5]. Thus, the 
primary goal of many WSN architectures is to maximize lifetime 
of the network by trading off some of the potential system per-
formance (throughput, latency, reliability, …) for a reduction in 
energy consumption. The tradeoff between lifetime and other 
performance criteria has to meet application requirements. In 
order to increase lifetime, most WSN minimize radio communica-
tion, since typically the radio expends the most energy in com-
parison to other components.  

Planning and designing WSN requires a deep understanding 
of the system behavior, both at system and component level. A 
first step is to define system objectives and requirements. Some of 
the objectives might be contradictory and thus provide certain 
tradeoffs. The objective of a designer is to explore the design 
space and to choose optimal configuration(s). However, for large, 
non homogenous WSN, the size of the design space is huge, and 
thus exhaustive exploration is typically not an option. Then, the 
goal is rather to find a scalable solution that can provide a (near-) 
optimal configuration in a reasonably short time [10]. Design-
Space Exploration (DSE) might be performed by for example 
genetic algorithms [6, 17], which provide a generally applicably 
and robust solution. DSE is in need of a tool that can estimate 
WSN performance in a short time, while providing adequate accu-
racy. In this work, a fast simulation method with adequate predic-
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tion accuracy is proposed as a support tool for DSE. The proposed 
method is based on the identification of system abstraction layers, 
and a modeling strategy which faithfully captures the layer’s 
functionality and their interactions. 

First, in Section 2, a brief overview of related work is given. 
In Section 3, temperature mapping is introduced as a case study 
system and some details are given about the used protocols and 
technologies. Section 4 introduces the proposed method for per-
formance evaluation. Section 5 presents the system model of the 
WSN, it defines the metrics and configuration parameters and it 
proposes a layered system model. In Section 6, based on the pro-
posed model, a novel, fast simulation technique is described. Fi-
nally, Section 7 gives some simulation results and analyzes speed 
and accuracy. Section 8 lists conclusions. 

2. RELATED WORK 
Predicting the behavior of the WSN is not an easy task. Much 

work has been done and numerous WSN simulators have been 
developed, with different goals in mind. However, system-level, 
multi-domain models of WSN systems are not available in the 
current state of the art. Instead, researchers need to switch be-
tween several different aspect models.  

WSN models are often made by modifying general network 
simulators for WSN systems (ns-2, Omnet++, Opnet). In that case 
the main focus is on the modeling of wireless communication 
protocol stacks. On the other side, a number of specialized custom 
simulators exist such as TOSSIM [16], Avrora [20] and Atemu. 
Those simulators put focus on specific aspects of WSN. They 
provide models for e.g. node level performance, energy consump-
tion, operating system level behavior. Some simulators focus on 
lower level behavior, while some are focused on high level behav-
ior. Since models of one aspect do not cover the interaction and 
interference between aspects, simulation results are not satisfying 
for system-level analysis and DSE. The cross level simulator 
COOJA [18], provides a combination of low-level and high-level 
behavior prediction in a single simulation environment. It pro-
vides better insight in system-level behavior; however, it is too 
slow to be applied efficiently in DSE. Recently, a WSN simula-
tion framework for the Omnet++ simulator was developed – 
MiXiM [13]. That framework includes many libraries and de-
tailed models for lower layers. MiXiM presents good solutions for 
simulating WSN behavior at various system levels. The speed of 
MiXiM is acceptable for analyzing system behavior and obtaining 
insight in the interaction between system parts, but still it is not 
sufficiently fast for DSE.  

There is a clear tradeoff between accuracy of the performance 
estimation and the scalability of the simulator. In order to increase 
scalability, most simulators provide a limited amount of detail and 
focus modeling efforts on specific system parts (MAC model, 
radio model, application model). In this paper, a layered system 
model is proposed. Each layer is modeled with a simple model 
with a limited level of detail. Reducing the level of detail raises a 
risk of oversimplification. In [14], some simplistic axioms were 
proven wrong (circular transmission area, perfect reception …). 
Here we have sought to avoid those mistaken simplifications.  

3. WSN CASE STUDY  
A temperature mapping application has been implemented on 

the MyriaNed WSN platform, developed at DevLab in collabora-
tion with VU, both in the Netherlands [21]. In order to avoid col-
lisions and to coordinate actions over the shared channel, an en-

ergy efficient TDMA based MAC protocol is used. No directed 
routing exists on the top of this MAC layer. Rather, data dissemi-
nation is realized according to a probabilistic replication scheme. 
This section gives a brief description of the temperature mapping 
system, and then defines the design space. 

3.1 Temperature Mapping 
A temperature mapping application is a representative envi-

ronment monitoring application, with a goal to collect several 
sensor readings, from a set of sensors deployed at known posi-
tions. Generally, environment monitoring applications assume a 
large number of sensors (hundreds) spread over some area (e.g. a 
potato field) in order to collect data over a long period (months to 
years). Furthermore, it can be assumed that network topology is 
more or less static and that data need to be collected at regular 
intervals. For a slow changing environment phenomenon (such as 
temperature), low data rates are acceptable. Data dissemination is 
based on a gossiping metaphor.  

gMac is a MAC protocol specifically designed to service gos-
siping-based traffic developed in collaboration between DevLab 
and Delft University [1]. gMac is a TDMA-based protocol with a 
broadcast message delivery that provides collision-free communi-
cation. Each node follows a communication schedule that is com-
puted synchronously for all nodes in the network. Typically, the 
radio communication is the most energy consuming part of the 
MAC protocol. In order to save energy, gMac creates communi-
cation schedules such that idle communication is minimized. Ide-
ally, a node listens only in those slots when it expects packets 
from its neighbors. Furthermore, gMac limits the number of 
transmissions per frame (TDMA period) to only one packet. gMac 
scheduling provides for each node to choose its own transmission 
slot so that in a two-hop neighborhood no node transmits in the 
same slot. Thus, gMac avoids the hidden terminal problem. This 
solution is similar to the LMAC protocol [11]. In gMac, the num-
ber of packets which a node can receive per frame is limited (the 
number of receive slots per frame is a gMac parameter). Sched-
ules are calculated such that just a part of the neighbor nodes are 
able to receive a transmission. The challenge in configuring a 
gMac protocol is in the trade-off between energy consumption 
and bandwidth provisioning.  

SharedState is a scheme for probabilistic storage and replica-
tion of the common-interest data in a WSN [8]. It provides a 
“fair” distribution of data items to all nodes in the network. It is a 
state-of-the-art gossip-based application and thus suitable to be 
implemented on top of gMac. This combination provides high 
robustness (gossip), while keeping energy consumption low 
(gMac). In this paper, we consider a slightly modified SharedState 
protocol, adapted to serve as a temperature mapping application. 
Each node has a local cache where data items from all nodes in 
the network are stored. The data item has a part that contains in-
formation about the temperature value, and a part that comprises 
information about the place and time of the measurement (ID and 
timestamp). Each time a new packet arrives, SharedState updates 
the node-local cache. Only one reading per place can be stored in 
the cache, so when a node receives an item with the same ID and 
a newer timestamp, the old item is replaced. Once per frame, 
SharedState randomly chooses items to be transmitted. Since 
gMac provides only one transmission slot per frame and only 5 
data items fit in one packet, SharedState fills a packet with its 
own local measurement and 4 random items from the cache. 
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A gossip protocol spreads information in a manner similar to 
the spread of a virus. It results in a probabilistic system in which 
information “diffuses” from its source into the network. Time 
necessary for an “infected” node to spread its data item to its 
neighbor is not fixed, but a random variable and depends on the 
system properties. Thus, “infection” spreading paths are random 
(Figure 1). We are looking for system models that capture this 
mechanism, and provide means to analyze system properties.   

 
Figure 1. Information diffusion in gossip networks (item starts 

from the lower left node) 

3.2 System Metrics and Parameters 
Before starting with modeling, the problem at hand is defined 

in more detail. System-level quality metrics and parameters that 
provide an insight in the system behavior have to be selected.  

Typical WSN metrics are latency, reliability, and lifetime. 
Latency denotes the average time necessary for a data item to 
propagate to all nodes in the network (for data items that do reach 
all nodes). Reliability denotes the average ratio of data items 
delivered successfully. Due to the probabilistic distribution 
scheme, a newer version of the same data item may be distributed 
faster than an old one. In that case, since a node keeps just the 
latest version in its cache, the old one is considered to be a lost 
data item (not successfully delivered). Lifetime denotes the time 
it takes until nodes in the network deplete their energy source and 
thus depends on the energy consumption. The gMac protocol 
provides predictable energy consumption. The number of active 
radio slots per frame is fixed, leading to fixed energy consump-
tion per frame. 

The chosen configuration parameters define the design space, 
and thus their number should be kept reasonably small in order to 
keep the design space explorable. Four configuration parameters 
which provide different effects on the system metrics are chosen 
here: i) sensor sampling period (TSMP), ii) transmission power 
(PTX), iii) frame duration (TFRAME), and iv) the number of recep-
tion slots per frame (NRX). The last two parameters have to be 
homogenously set over the network (network level), while the 
others allow heterogeneous settings over the network (node level).  

4. WSN PERFORMANCE EVALUATION  
In this paper, we describe a fast and accurate performance 

evaluation technique for WSN. The key assumption is that the 
WSN allows accurate probabilistic abstractions. A layered system 
model is proposed, and probabilistic abstractions are used for 
describing the behavior of layers and interactions between them. 
Abstractions should be simple, but have to capture essential ele-
ments that have an effect on the system behavior. For demonstra-
tion purposes, we choose a case study that allows simple probabil-
istic models. 

Our performance evaluation approach is divided into two 
steps: i) creating an accurate system model and ii) calculating 
performance based on that model. In the first step, the system 
dimensions (parameters and metrics) are defined. The properties 
of the layers and their interactions are analyzed, through low level 

simulations. Atomic models describing behavior of basic elements 
of a system are constructed. For the case study, three atomic mod-
els are considered: the radio model, the MAC model and the 
SharedState model. Those atomic models are connected in a sin-
gle system model (Figure 2a). In the second step, based on this 
system model, two different simulators are developed. For mini-
mizing simulation time, statistical techniques are used. Metrics 
are estimated based on the simulations (Figure 2b). The two steps 
are analyzed in the next two sections. The focus is on latency and 
reliability. Lifetime is not considered. Due to the predictable en-
ergy consumption of MyriaNED, lifetime can be computed with-
out the techniques proposed in this paper. If energy consumption 
varies due to the stochastic nature of a WSN, we expect our 
method to capture lifetime as well, although this needs experi-
mental evaluation. 

 
Figure 2. Performance evaluation. a) System model b) Simulation 

5. Layered System Model 
Design-space exploration requires fast, yet accurate system-

level models. In this section, a layered model is proposed as an 
adequate solution to this problem.  

The general concept is to decouple the effect that a system’s 
parts have on the overall performance, to create simple models for 
each of those parts, and then to analyze the interaction between 
those parts. Based on that analysis, the atomic models are com-
bined into a system model. Traditionally, a system can be divided 
into layers, where each layer assumes a collection of conceptually 
similar functions that provide services to the layer above it and 
receives service from the layer below it. Here, accordingly, the 
properties of the SharedState, gMac, and radio propagation layers 
are analyzed and modeled. Although it might be possible to cap-
ture properties of each system layer in an analytical model, it is 
highly problematic in general to combine those atomic models in 
one analytical model which captures the essential system proper-
ties. Reasons for this lie in the system size and non-homogenous 
settings over the network. In such a system, the number of the 
various interactions between nodes and variation in those interac-
tions over the network has a stronger effect on the system 
(un)predictability than the complexity of the individual system 
parts.  

As a case study for the proposed layered model, the temperature 
mapping application as described in Section 3 is used. In the rest 
of this section, the layered model is described in detail, atomic 
parts are defined and modeled, and system behavior is analyzed.  

5.1 Shared state model 
Each node in the network measures a local temperature. Further-
more, each node creates and maintains its own temperature map 
of the whole WSN. The number of data items a node keeps in its 
local cache is equal to the number of sensor nodes (Ns). In each 
time frame, SharedState selects 5 items that should be transmitted 
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in the next packet. One of the selected items is always the item 
with local measurements, while the other 4 items are randomly 
selected from the cache (see Figure 3).   

The probability that a local item X is selected from the cache 
is 1. In the case that X is not a local item, there are (Ns-1) items in 
the cache that can be selected with equal probability. SharedState 
selects 4 of those items. So, the probability that item X is selected 
is as follows: 

_
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Figure 3. SharedState selection process 

5.2 The gMac Model 
TDMA-based protocols are relatively simple for modeling. 

gMac scheduling provides for an absence of collisions and 2-hop 
interference. Communication between two nodes at the gMac 
layer is modeled by the probability of a successful reception.  

In order to save energy, gMac calculates schedules where in 
each time frame just a part of a node’s neighbors listen for a 
transmission. In each time frame, a different subset of neighbors 
listens in. When a node transmits a message, each subset of 
neighbors has equal probability to have their receivers turned on. 
Thus, the probability that a node listening to receive items is 
equal to the probability that its subset is active in that frame: 

gMac
P  1/    (2) 

SCH
N

where NSCH denotes total number of subsets. 

5.3 Radio Link Model 
Two nodes are assumed to be connected if they are able to ex-

change messages in more than a sporadic fashion. Many factors 
may affect connectivity between nodes. For purpose of this work, 
we limit the problem dimension to two important factors: the 
location of the nodes and their transmission power levels.  

Fluctuations in the quality of the radio channel have a big im-
pact on the system behavior. As our focus was not on radio mod-
eling, the radio model used is rather simple. However, this radio 
model is sufficiently flexible such that it can be easily calibrated 
with measurements from a test bed. First, based on a path loss 
model, the maximal radio range is calculated and a connectivity 
map is obtained. The link quality between each pair of the nodes 
in the radio range is modeled by a packet reception rate – PRR. 
The nature of observed PRR in experimental setups is discussed 
in [22] and the model used in this work is created according to 
those guidelines. With e.g. measurement data from a test bed, our 
model could be calibrated to best match test bed properties.  

To avoid possible problems with the gMac protocol, we as-
sume (at current) that communication links are symmetrical. Also, 
the implemented probabilistic radio model does not yet take into 
account temporal correlation between fluctuations in link quality 
and the “on-off” nature of the radio channel. However, when mea-
surement data becomes available, we plan to improve the radio 
link model accordingly. 

5.4 Interactions – System Description 
A WSN system may consist of tens or hundreds of interacting 

nodes. Depending on the local conditions, each node may experi-
ence different behavior. The ultimate goal is to understand the 
effect that local changes have on system-level performance, to 
find models that capture the most important interactions and inter-
ferences, and to combine that insight with the atomic models to 
create an integrated WSN system model.  

Figure 4. Description of the system behavior  

For our case study, nodes measure in regular intervals a local 
temperature and pass on that information to the dissemination 
protocol. SharedState creates a local temperature item, includes it 
in the packet together with 4 other items randomly chosen from 
the cache and passes the packet to the gMac layer. Then, in the 
appropriate time slot, gMac turns on the transmitter and broad-
casts the packet. All nodes within radio range have a chance to 
receive the packet. However, due to location dependent variations 
in the quality of the radio channel, a packet may not be delivered 
successfully to all neighbors. Furthermore, according to the com-
munication schedule, some of the nodes might have their receiver 
turned off at that moment. When a node does receive a packet, 
gMac extracts the data items and hands them to SharedState. 
SharedState then updates its local cache. A schematic description 
of the system behavior is given in figure 4. The next section de-
scribes system level models, as part of the description of our per-
formance analysis techniques. 

6. FAST SIMULATION METHODS 
Two common approaches for the performance evaluation of a 

WSN are analysis and simulation. An analytical approach usually 
provides the fastest execution time. However, it is often not pos-
sible to find accurate analytical models. On the other hand, func-
tional system simulation is often too slow and thus not feasible for 
DSE. In this paper, we propose simulation techniques that work 
fast and yet evaluate system performance with adequate accuracy. 
In the remainder of this section, first a low-level MiXiM simula-
tor is described; then a more abstract discrete event simulator 
based on a probabilistic graph model is introduced; and finally we 
propose a fast, Monte Carlo simulation approach, with the highest 
level of abstraction.  

6.1 MiXiM Simulations 
MiXiM is a simulation framework developed for wireless and 

mobile simulations in OMNET++. OMNET++ is a “public-
source, component-based, modular and open-architecture simula-
tion environment” [13]. The combination of OMNET++ and 
MiXiM creates a powerful discrete event simulator suitable for all 
kinds of low-level simulations. The MiXiM framework consists of 
numerous libraries containing channel, connectivity, mobility, 
obstacle, and communication protocol models. Simulation time of 
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the MiXiM framework is acceptable for protocol debugging and 
system analysis, but it is far too large for DSE. Results obtained 
by the MiXiM simulator, can be used as a reference for estimating 
accuracy of other, more abstract simulators.  
We implemented the complete temperature mapping system in the 
MiXiM framework. Specific parts of the temperature mapping 
system, such as gMac and SharedState are modeled to fit in the 
MiXiM environment. The simulator is adjusted to record data of 
interest and to estimate the metrics. This MiXiM simulator was 
employed to calibrate the atomic models, and as a reference to 
evaluate our proposed fast simulation methods (see Section 7). 

6.2 PGM Based Simulation 
The performance of a WSN can be estimated based on a Prob-

abilistic Graph Model (PGM). A PGM captures the elementary 
relationship between atomic models and integrates them into a 
system model.  

 
Figure 5. Probabilistic graph model (PGM) 

In a PGM, a wireless sensor network is represented by a 
weighted graph (Figure 5). Each sensor node is represented with 
two vertices: the bottom one corresponds to the transceiver; the 
top one represents the cache. Links connecting vertices represent 
vertex-vertex relations. A cache vertex is connected only to an 
adjoining transceiver. The probability that a data item is chosen 
for transmission is PSS_SEL, and thus the weight of the edge going 
from a cache to a transceiver is PSS_SEL. For each two transceivers, 
a connecting edge exists only if they can communicate. The 
weight of that edge corresponds to the probability that a packet 
sent by transceiver Y is successfully received by transceiver Z 
(PYZ). A packet is successfully received if it is propagated suc-
cessfully through the radio channel (probability PradYZ) and if 
gMac listens in that time slot (probability PgMac). Thus, the edge 
weight by per-transmission independent probabilities is given by: 

  .  (3) 
YZ gMac YZradP P P 

In the PGM, simulation is performed in turns, where a turn corre-
sponds to a gMac frame. Each node is represented by a virtual 
cache, which is simply the representation of the actual cache in 
the WSN node. In each turn, node-specific operations are simu-
lated and the virtual cache is updated. The stochastic simulator 
“flips a coin” according to the given probability in order to select 
items from the cache and check transmission success. If the 
transmission is successful, the simulator compares the version of 
the received item with the version of the item in the cache. If it is 
older, the received item is discarded. The simulator logs each 
change in the cache content. From the logged data, the average 
latency and reliability are calculated as follows. For each pair 
(item, destination node) the average delivery time is computed. 
The latency is calculated as the average value of all pair delivery 
times. Similarly, for each item the average delivery ratio (the 
number of the nodes that successfully receive the item) is com-
puted. The reliability is calculated as the average value of all item 
delivery ratios. 

6.3 SVGM Based Simulation 
The PGM requires every node to be evaluated every turn. To 
increase simulation speed, a new approach is proposed, based on 
Monte Carlo simulation. Here, the system performance is evalu-
ated based on a shortest-path abstraction of a stochastic weighted 
graph. Observe that the probability of selecting a specific item 
from the cache (1), just as the probability of successful transmis-
sion of that item (3) does not depend on the propagation of other 
items in the network. So, instead of simulating a complete system 
at once, the distribution of each item is simulated separately. 
Then, based on the principle of superposition, system perform-
ance is evaluated based on individual results. This section first 
introduces the stochastic model that forms the basis of our me-
thod, and then continues with the shortest-path abstraction used to 
compute the metrics. 

 
Figure 6. Stochastic-variable graph model (SVGM) 

6.3.1 The Stochastic-Variable Graph Model 
A WSN is described with a stochastic-variable graph model - 

SVGM. Vertices represent nodes, edges connectivity between two 
nodes, while edge weights are stochastic variables describing 
propagation time (delay until an item is selected and successfully 
transmitted) between two nodes. Repeated random sampling is 
used to estimate the stochastic behavior of the system. In each 
simulation round, one instance of the SVGM is sampled. In this 
context, a simulation round thus corresponds to the distribution of 
one item version through the network, until it is either delivered 
to all nodes, or overwritten everywhere with a newer version. 
Weights are sampled randomly, according to adjoined stochastic 
variables (see Figure 6).  

When a node selects an item from the cache, the item is 
broadcasted and each of the neighbors has a chance to receive it. 
Thus, there is a certain spatial correlation between times neces-
sary to deliver an item to a node’s neighbors. This delivery time is 
determined by the number of attempts needed before a packet is 
transmitted successfully (considering the packet loss probability) 
and the time between those attempts (depending on the random 
process of selecting items from the cache). Spatial correlation 
between delivery times for a node with three neighbors is illus-
trated in Figure 7. In the example, an item is (re)transmitted in 
slots 3, 7, 10, and 15. Neighbor1 successfully receives the first 
transmission; neighbor2 receives the third, while neighbor3 re-
ceives the item only after four transmissions. Intervals between 
retransmission are the same for all neighbors; thus, this is the 
spatial correlation between delivery times. The time between 
retransmissions is distributed according to the geometric distribu-
tion F1(x), with success probability p1=PSS_SEL. Similarly, the 
number of attempts before an item is transmitted successfully 
from node Y to node Z is distributed according to the geometric 
distribution F2(x) with success probability p2=PYZ. 

45



The stochastic variable XYZ in Figure 6, denotes the time that 
the item spends in the cache of node Y before it is delivered to 
node Z. Based on the previous analysis, a general strategy for 
random sampling of the stochastic variable is defined. First, for 
each neighbor node, the number of necessary retransmissions 
NR(Z) is sampled from geometric distribution F2(x). Then, inter-
vals between retransmissions are sampled from F1(x). The spatial 
correlation between intervals is taken into account. Thus, all 
neighbors have the same retransmission intervals. Delivery time 
to node Z is calculated by summing up the first NR(Z) retransmis-
sion intervals. Sampling a random number according to a geomet-
ric distribution is done by the procedure described in [9]. 

 
Figure 7. Spatial correlation between delays 

SVGM depends on the models behind the stochastic variables. 
In our case study, stochastic variables denote delay. Considering, 
as an alternative example, a contention based MAC, stochastic 
variables can for example be the number of retransmissions. In 
that case, SVGM can be used for calculating latency, but also for 
energy consumption.  

6.3.2 Shortest-Path Abstraction 
The time necessary to deliver an item from its origin X to 

some node Y is the sum of the times that an item needs to propa-
gate over each segment of the path from X to Y. The time neces-
sary to propagate over one segment (between two nodes) is de-
scribed with the stochastic variables of the SVGM. In order to 
emulate the random behavior, in each simulation round, a differ-
ent weighted graph is sampled from the SVGM. The path that an 
item traverses from X to Y is the shortest (in this case the fastest) 
path connecting those two nodes in the weighted graph instance. 
The shortest paths are calculated using Dijkstra’s algorithm [4]. 
The delay is calculated as the shortest path length in that round. 
Then, the system latency in that round is calculated as an aver-
aged sum of the lengths of the shortest paths among all pairs. 
Figure 8 gives shortest paths from node 2 to all other nodes, based 
on the graph of Figure 6.  

 
Figure 8. Calculating latency from node 2 to all other nodes 

The average system latency is obtained after NSIM simulation 
rounds, with NSIM the simulation length. The calculated shortest 
path lengths are then random variables driven from the underlying 
stochastic variables for link propagation delays. Thus, if the num-
ber of simulation rounds is large enough, the result of the shortest-
path abstraction will be statistically the same as the result of PGM 
discrete-event simulation (the time estimate will converge, in 
stochastic terminology, almost surely to the same value).  

The shortest-part abstraction described so far does not include 
information about lost packets and reliability. In order to handle 
packet loss, Dijkstra’s algorithm has to be modified slightly. The 

chance of packet loss depends strongly on the sampling period, 
TSMP. The more often items are sampled, the higher is the chance 
that some items will be overtaken by newer versions and therefore 
are considered lost. An item version is lost at a certain destination 
node if any of the later versions propagates faster and arrives 
earlier at that destination node. In order to evaluate packet loss, 
knowledge about the future (propagation of later item versions) is 
required. Thus, the simulation is performed in reversed chrono-
logical order, i.e., the last simulation round is executed first, then 
the round before, and so on. The packet loss condition can now be 
made more precise.  

Let TXZ(i) denote the latency of item X, version i, where Z is 
the destination node. Then, item X, version i, is not lost if and 
only if in the round corresponding to TXZ(i) item version i+k (with 
k>0) is not in the cache of node Z and not in the cache of the node 
that transmits the item to Z, say node U. This can be written as: 

* *
( ) ( 1) & ( ) ( 1)

XZ XZ XZ XU
T i T i T i T i           (4) 

with TXY
*(i+1) the earliest delivery time of any later data from 

node X to node Y, computed from the latency for these item ver-
sions increased with the difference in the sampling times:  

 *
( 1) min ( )

XY SMP XY
k N

T i kT T i k


                (5) 

The loss condition is illustrated in Figure 9 (with TSMP=10, 
X=0). For the given situation, condition T02(i) < T01

*(i+1) is not 
satisfied. Thus, item version i will never arrive at node 2 via node 
1. Since in this example there are no other paths to node 2 than 
via node 1, item version i is lost for node 2, and consequently for 
node 3. 

 
Figure 9. Evaluating loss conditions for reliability calculations 

Our modified Dijkstra’s algorithm (see Figure 10) takes three 
inputs: the weighted graph G sampled from the SVGM, the source 
node X, and the latency list TXZ

*(i). As result, Dijkstra’s algorithm 
provides information about latencies (shortest paths), reliability 
(the number of times loss condition (4) is satisfied) and the up-
dated latency list (as an input for the next simulation round). All 
relevant “future” data necessary to evaluate the loss condition is 
comprised in the latency list, TXZ

*(i), Z  {1, …, Ns} from the 
previous round. 

In the original Dijkstra’s algorithm, in each round, the node 
with the smallest delay so far is chosen, and its neighbors are 
updated with new delays. In the modified version, neighbors are 
not updated automatically. The algorithm first checks the loss 
condition (4). If the item is not lost, the node’s neighbors are up-
dated. Not updating the neighbors has the same effect as prevent-
ing that version of the item to propagate via that neighbor. The 
modified Dijkstra’s algorithm updates the latency list at the end of 
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each simulation round; delays corresponding to the lost items are 
replaced with delays of items that overtook them. The updated list 
(Figure 9) is used as the input for the next simulation round.  

     
Figure 10. Dijkstra’s algorithm and its modification 

7. EXPERIMENTAL EVALUATION 
We performed a set of experiments with the goal to estimate 

the accuracy and speed of the proposed method, as well as its 
scalability. Since SVGM simulation results converge to the PGM 
discrete-event simulation results, and the former simulations are 
faster than the latter, we focus on the comparison between low-
level MiXiM simulations and SVGM simulations.  

The relative method accuracy is estimated by comparing la-
tency and reliability results obtained from SVGM simulations 
with reference results from MiXiM. Simulations are performed 
for different topologies and configurations. The total configura-
tion space is too large to be simulated exhaustively. For our 
evaluation, we performed simulations for homogenous distribu-
tions of system parameters over the network. Figure 11, presents 
results for four KxK grid topologies, Kœ{5,6,7,8}, with TSMP = 
K2/2. The comparison is performed only for smaller network 
dimensions to overcome the very long running times of MiXiM 
simulations. In order to observe the behavior of our method in the 
conditions when reliability calculations can be verified, the tem-
perature sampling periods are chosen to provide significant num-
bers of lost packets. Each experiment consists of a certain number 
of subruns, NSR, where each subrun includes the propagation of 
NSI versions of the item, repeated for each item-generating node. 
The final result is the average value from all subruns, where we 
want to obtain at least a 95% confidence level. For SVGM simu-
lations, we conservatively set NSI=1000. The statistical signifi-
cance of the result based on NSR subruns was calculated based on 
the estimation of long-run sample averages technique [23]. For all 
SVGM experiments, 30 subruns were run, which turned out to be 
enough to get statistically strong estimates in all cases. On the 
other hand, the speed limitation of MiXiM prevents large sets of 
simulations within reasonable time. Thus, the MiXiM results are 
based on 20 subruns covering 250 versions of each item. MiXiM 
results nevertheless have similar statistical strength (95% confi-
dence level). Relative prediction errors of the SVGM simulations 
are given in Figure 11. SVGM results are close to MiXiM results, 
showing at most 1.1% difference.  

Table 1. Running times for MiXiM and SVGM simulators 
Sim/Grid 5x5 6x6 7x7 8x8 9x9 10x10 

MiXiM [min] 26 52 94 153 256 402 

SVGM [s] 0.77 1.42 2.54 4.85 6.85 9.85 

For the same set of the experiments, running times of the two 
simulators are compared in Table 1, where SVGM simulation 
times are shown in seconds, and MiXiM simulation times in min-
utes. Results are given per subrun, to allow a direct comparison 
between the two simulation methods. As expected, the SVGM 
simulator is much faster. The SVGM simulation speeds are ade-
quate for DSE, showing simulation speeds in the order of seconds.  
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Figure 11. Accuracy of prediction 

An interesting aspect is to examine SVGM computational 
complexity. Each simulation round is dominated by the runs of 
the modified Dijkstra’s algorithm. The algorithmic complexity of 
Dijkstra’s algorithm implemented with binary heaps is:  
O(E lg NS), where E is the number of edges in the SVGM model, 
and NS the number of WSN nodes. This procedure is repeated for 
each item-generating node and each data item version that this 
node generates. The total computation complexity is therefore 
O(NSR·NSI·NS·E·lg NS). Large values for NSR and NSI increase sta-
tistical strength, but on the other hand increase experiment dura-
tion as well. A more detailed investigation of good values for NSR 
and NSI is a part of our future research plans. The first experi-
ments with larger networks indicate that NSR·NSI does not increase 
with network size. The practical computation complexity, is 
therefore expected to be O(NS E  lg NS), indicating that the 
method scales well to larger networks. 

In summary, the SVGM method is demonstrated on a case 
study with gossip-based communication. It has been shown that 
the method can handle probabilistic distribution mechanisms well. 
The short running time and adequate accuracy show that this me-
thod is well suited for use in DSE. 

8. CONCLUSION 
In this paper, an integral WSN modeling approach is pre-

sented, aiming to improve the understanding and prediction capa-
bilities of WSN system level properties. The proposed highly 
abstract layered system model has several important advantages 
over the current state-of-the-art models. It provides a fast and 
scalable way to estimate WSN performance from a system per-
spective. Speed of the performance evaluation is of high impor-
tance for DSE (design-space exploration). The proposed abstrac-
tions allow that DSE is performed in a reasonable time frame. The 
scalability of the proposed method is adequate; it can be effi-
ciently used for networks with several hundreds of nodes. Its scal-
ability can be further increased using additional statistical tech-
niques. The modular approach makes the models easily tunable 
for changes in system parts, including other applications.  

The layered system model and the PGM simulation technique 
are generally applicable for different scenarios of WSN systems. 
PGM allows highly abstracted discrete-event simulation and is 
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thus applicable to any system described with probabilistic models. 
Its speed and accuracy depend on the complexity and accuracy of 
the underlying abstractions. SVGM provides even higher levels of 
abstraction, modeling a random process through the stochastic 
variables. SVGM is a basis for fast Monte Carlo simulation. Gen-
erally the SVGM provides that the propagation of individual data 
items can be simulated (not modeled) independently of the propa-
gations of other items. For the gossiping scenario, the SVGM is 
coupled with the shortest-path abstraction with stochastic vari-
ables as edge weights in the graph. This method has been ana-
lyzed in our case study, but can be adapted for other probabilistic 
application as well. 

In a real deployment, it is expected to have many dynamic 
changes and stochastic effects, leading to unpredictable propaga-
tion patterns. Some of those effects are described in the case 
study: random selection of data to be sent, random choice of ac-
tive neighbors, variations in radio link quality throughout the 
network. Some others will be considered in future work: time-
dependent link quality variations, interference, moving obstacles, 
node mobility. SVGM applicability depends on the possibility to 
describe those random effects concisely and accurately by sto-
chastic variables (stochastic edge weights). If it is possible to do 
so, SVGM based techniques can show their full potential and 
significantly reduce simulation time.  

An additional reduction in the running time may further im-
prove the scalability of the method. Some initial experiments 
indicate that system properties can be estimated accurately by 
analyzing behavior of just a few nodes instead of all nodes. The 
idea is to exploit regularity in the network topology and apply 
stratification techniques. We plan to investigate this in future 
work. In parallel, we plan to develop DSE techniques such as 
those of [17] based on our models. Finally, such fast system-level 
property evaluation may enable model-driven adaptation tech-
niques that aim to maintain quality of service in dynamic circum-
stances. 
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